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Abstract: The increasing prevalence of deep fake technology has prompted apprehension regarding the dissemination of 

inaccurate information on social media. This paper illustrates a deep learning-based approach to identifying deep fake tweets, 

particularly those generated by machines. This will mitigate the detrimental effects of false information on the internet. Our 

approach categorizes tweets into categories by employing Fast Text embeddings and deep learning models. We employ Fast 

Text embeddings to generate dense vector models after preprocessing the tweet text. The distinction between genuine and 

fraudulent tweets is determined by the semantic information regarding tweet topics that these embeddings accumulate. We 

incorporate these embeddings into a deep learning model, such as a CNN or a Long Short-Term Memory (LSTM) network, 

to determine whether the tweets are genuine or fabricated. Machine-generated tweets are generated using contemporary text 

generation algorithms that have been instructed on a collection of tagged tweets. Research conducted on a real-world tweet 

collection demonstrates that our methodology is effective in identifying tweets that were generated by algorithms. Our 

approach is significantly more precise than other methods for identifying social media deep fakes. In general, our proposed 

approach is a dependable and efficient approach to identify tweets that were generated by machines and to halt the 

dissemination of inaccurate information on social media. 
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1. Introduction 

Deep fake technology is responsible for the massive 

volume of false and erroneous information that 

circulates on social media platforms, which is a major 

issue. Deep fakes are artificial intelligence-generated 

images, movies, or sounds that depict fraudulent 

events or persons saying things they never uttered. 

They jeopardize the integrity of online materials. 

Tweets, unlike other kinds of digital communication, 

are particularly easy to update since they are so brief 

and simple to send. This research proposes a novel 

method for detecting tweets created by computers, 

particularly those generated by deep fake algorithms. 

It employs deep learning algorithms. The proposal is 

intended to address these issues. To distinguish 

between actual and false tweets, we use a 

combination of recent deep learning models and Fast 

Text embeddings to improve text representation. We 

increased the capacity to distinguish between objects 

that need to be classified by leveraging the semantic 

complexity of Fast Text embeddings. These 

embeddings convert contextual and grammatical 

information from Twitter sentences into dense vector 

representations. Before we convert Twitter texts into 

Fast Text embeddings, we need to ensure that they 

are consistent and easy to read.   

These embeddings serve as input for a powerful 

classification model, such as a CNN or LSTM 

network, which can distinguish between authentic 

and false tweets. To train and evaluate our system, 

we employ a tagged dataset of tweets created with 

new text creation algorithms that are similar to how 

machine-generated content appears in the real world. 

Our suggested method works fairly well for detecting 

tweets created by machines, as evidenced by our 

examination of a large set of real tweets. The results 

suggest that our method of detecting deep fakes on 

social networking sites outperforms those already 

available. Our system successfully distinguishes 
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between original and altered content, significantly 

reducing the impact of bogus information on the 

internet. As a result, information shared on social 

media platforms is more likely to be factual and 

accurate. Using Fast Text embeddings and deep 

learning, this study finally presents a strong solution 

to the important challenge of identifying tweets 

created by computers.  

 

2. Literature Survey 

Zhang, H., Li, Y., & Chen, M. (2024This study uses 

deep learning models and Fast Text embeddings to 

identify machine-written messages on social media 

platforms. Fast Text embeddings successfully 

capture sub word-level semantics, allowing a 

complete linguistic description of tweets. The hybrid 

neural network design employed in this study 

includes recurrent layers for processing sequences 

and convolution layers for feature extraction. The 

results demonstrate significant improvements in data 

processing speed and accuracy when compared to 

older methods. The approach is particularly effective 

at detecting tiny trends in multilingual datasets. This 

makes it a scalable tool to monitor social media.   

Gao, X., Wu, P., & Liu, Z. (2024)This study 

investigates how successfully Fast Text embeddings 

detect Twitter deep fake messages. Because it 

employs Fast Text's out-of-vocabulary word 

handling and sub word unit representation, the 

proposed method excels at distinguishing between 

machine-generated material and real text. The 

researchers combined these embeddings into a neural 

network design that achieves a decent balance of 

accuracy and computing speed. This makes them 

more accessible to a wider range of users. The testing 

results reveal that the model performs effectively on 

a variety of datasets, including those containing 

specially produced tweets created by computers. The 

authors emphasize how well the strategy prevents 

automated campaigns from disseminating incorrect 

information and discuss how it could be utilized on 

other social media platforms.  

Patel, R., & Singh, K. (2023) A lot of research has 

been conducted on the deep learning algorithms used 

to detect social media deep fakes. This research 

focuses on use cases and practical applications. It 

investigates the prospect of enhancing detection 

accuracy by employing Fast Text embeddings to 

identify minor language cues. The report identifies 

numerous issues, including the necessity to adapt to 

new text-creation technology and deal with attacks 

from others. In-depth case studies demonstrate how 

transformer-based designs and embeddings work 

together to detect machine-generated tweets. The 

study's findings pave the way for further research and 

practical applications to combat the spread of 

incorrect information on the internet.   

Ahmed, S., & Zhao, L. (2023) The authors introduce 

a novel method for early machine-generated text 

recognition that blends Fast Text embeddings and 

deep neural networks. It can discern the difference 

between human and machine-generated information 

down to the sub word level. The model has been 

thoroughly tested on real Twitter datasets and has 

demonstrated the ability to reach a satisfactory level 

of accuracy and recall with minimal annotated data. 

As misleading information spreads on social media, 

the study emphasizes the importance of scalable and 

lightweight solutions for real-time applications.   

Muller, A., & Tan, S. H. (2023) This work 

investigates deep fake tweets utilizing Fast Text 

embeddings in conjunction with transformer-based 

models such as BERT and GPT.  

Transformers are excellent in gathering contextual 

information, while Fast Text excels at tokenizing and 

representing language elements. The mix approach is 

the most effective way to identify tweets created by 

a computer, particularly when they are written in 

more than one language. The study investigates a 

variety of topics, including how easy models are to 

grasp and how much computer power is required to 

ensure that recognition algorithms perform well in 

real life. Tiwari, A., & Mishra, P. (2022This study 

examines the key issues that arise when attempting to 

detect deep fakes on social media platforms. These 

issues include the rapid development of deep fake-

making techniques, as well as adversarial robustness 

and scalability. The authors discuss how Fast Text 

embeddings, which improve language modeling, 

could assist overcome these challenges. The study 

examines several neural network topologies, 

identifies issues with present techniques, and 

proposes strategies to create more reliable detection 

systems that can be developed in the future.   

Kumar, N., Gupta, R., & Wang, F. (2022) The 

authors develop a new method that uses Fast Text 

embeddings and convolution neural networks 

(CNNs) to identify tweets posted by computers. 

CNNs excel at identifying broad trends, whereas Fast 

Text embeddings focus on individual linguistic 

features. According to the study, the hybrid model 

outperforms standard methods in terms of computing 

speed and accuracy.   

Brown, J., & Green, T. (2022) This study examines 

the most recent breakthroughs in utilizing deep 

learning to detect false tweets. The use of 
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embeddings such as Fast Text to improve feature 

representation has received a lot of attention. It 

demonstrates how detection systems have evolved 

over time, from simple classifiers to large neural 

networks, with a particular emphasis on how 

embedding strategies influence model success.   

Liang, P., & Zhang, W. (2021) This paper 

investigates the effectiveness of Fast Text 

embeddings in detecting machine-generated tweets. 

By analyzing big Twitter datasets, the authors 

demonstrated that Fast Text can detect language 

distinctions that distinguish synthetic from human-

authored text. This paper establishes high standards 

for future research on detecting deep fakes.  

Yamada, T., & Nakamura, H. (2021) The writers 

investigate  how  international  Fast 

 Text  

embeddings could detect deep fake tweets. The paper 

discusses the advantages of employing embedding-

based methods to manage many languages 

 and  structures.  The  model's 

experimental results indicate its robustness in cross-

linguistic scenarios as well as the global transmission 

of misleading false knowledge via social media.   

Sharma, K., & Roy, D. (2021) This paper stresses the 

use of sequential modeling techniques, such as 

RNNs, in conjunction with Fast Text embeddings, 

and investigates deep learning algorithms for 

detecting deep fake tweets. The research provides a 

solid framework for identification and explains the 

linguistic and temporal irregularities of machine-

generated content.  

Wang, L., & Chen, X. (2020) This paper stresses the 

use of sequential modeling techniques, such as 

RNNs, in conjunction with Fast Text embeddings, 

and investigates deep learning algorithms for 

detecting deep fake tweets. The research provides a 

solid framework for identification and explains the 

linguistic and temporal irregularities of machine-

generated content.  

Jones, A., & Singh, V. (2020) This study emphasizes 

the importance of Fast Text embeddings by 

comparing various deep learning models for text-

based deep fake detection.  

Huang, Z., & Lee, C. (2020) The study emphasizes 

the use of Fast Text embeddings into a neural 

network-based method for feature extraction in order 

to detect deep fake tweets. The results show the 

model's capacity to adapt to different datasets and 

evolving text-generation processes.   

Garcia, R., & Torres, M. (2020) This research looks 

into the collaboration of deep learning and Fast Text 

embeddings in the detection of counterfeit social 

media content. The research uses a comprehensive 

examination of these topics to demonstrate the 

possibilities of neural network building and 

embedding optimization in real-time social media 

monitoring 

.   

3. System Design  

In order to detect fake social media posts, the system 

uses deep learning and Fast Text embeddings. This 

thorough process ensures that deep fake materials 

may be accurately and reliably identified. In the first 

stage, a large quantity of tweets are assembled, some 

of which are real and some of which are generated 

utilizing sophisticated text generation methods and 

powerful language technology. The majority of the 

tweets in the training and evaluation dataset have 

been correctly tagged with respect to the authenticity 

quality.   

Thorough preprocessing of the collected tweet 

messages is done to improve text quality and 

formatting uniformity. The dataset was normalized, 

tokenized, and stopword-free to ensure semantic 

consistency and clarity. In order to extract semantic 

information from preprocessed tweets, Fast Text 

embeddings are used to transform them into dense 

vector representations.  

This is because these embeddings keep subword 

information that shows the most popular vocabulary 

and syntax used in social media posts, so humans can 

tell the difference between human and automated 

tweets.   

Convolution neural networks and extended shortterm 

memory networks form the backbone of our research. 

Convolution neural networks (CNNs) can examine 

spatial linkages in tweet content to detect deep fake 

manipulation. One way to improve CNNs is to 

employ LSTM networks, which can detect long-term 

contextual subtleties, to mimic the sequential 

connections found in tweet sequences.   

When training a model, CNN and LSTM networks 

receive Fast Text embeddings. Iterative back 

propagation of the settings improves detection 

accuracy while decreasing error rates. Careful 

adjustment of hyper parameters yields optimal 

performance on a wide variety of computer systems 

and datasets. Common metrics used to measure how 

well algorithms classify tweets include F1-score, 

recall, accuracy, and precision. 
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Fig1. Flow chart 

 

In this paper, we compare and contrast the benefits of 

using Fast Text embeddings with deep learning 

systems with those of the existing technique and 

baseline methods. These success numbers show that 

the technology can detect when tweets are generated 

by algorithms with false information and stop them 

from spreading. The plan improves the 

trustworthiness of social media posts by giving 

administrators and users all the data they need to 

make smart choices. We can improve the reliability 

and trustworthiness of digital communication and 

lessen the impact of disinformation by actively 

recognizing deep fake content. In order to better 

detect deep fake attacks in different social media 

settings and with everchanging methods, researchers 

will use ensemble learning, integrate data from 

several sources, and make models easier to 

understand in the future.   

 

4. Proposed System  

To counteract the impact of deep fake technology on 

the spread of false information, we present a 

thorough approach for detecting machinegenerated 

tweets on social media. First, we use cutting-edge 

text generating tools to create a wide variety of 

tweets, some of which are real and some of which are 

fake. An accurate dataset ready for training and usage 

testing of our detection methods is produced by a 

painstaking annotation procedure that ensures the 

authenticity of each tweet. Processing the gathered 

Twitter tweets thoroughly improves their semantic 

clarity and formatting requirements.   

Standardizing punctuation and spelling to account for 

differences, tokenizing the text to divide it into 

meaningful chunks, and removing stop words to 

highlight information-rich words and phrases are all 

part of this. Using Fast Text embeddings, centrally-

perspective dense vector representations of 

preprocessed tweets are created. An excellent way to 

transmit sub word information is with Fast Text 

embeddings. The casual and colloquial language 

used in online conversations is not a problem for 

them. These embeddings improve the detection 

algorithms' accuracy by preserving the semantic 

information needed to differentiate between real and 

machine-generated tweets.  We base our 

methodology on LSTM networks and CNNs. Deep 

fake manipulation can be detected using convolution 

neural networks (CNNs) by analyzing spatial 

correlations in tweet content. Incorporating long 

short-term memory (LSTM) networks into 

convolution neural networks (CNNs) improves 

CNNs' ability to detect and distinguish between fact 

and fiction and to recreate the sequential 

relationships found in tweets.   

After our CNN and LSTM networks have been 

trained with Fast Text embedding, we iteratively 

adjust the model parameters using back propagation. 

Modifying hype rparameters to provide consistent 

performance across a varied array of datasets and 

computer circumstances, this iterative strategy aims 

to enhance detection accuracy and minimize 

classification errors.  Using an annotated Twitter 

dataset from the real world, we perform a battery of 

tests to see how well our methods work. By utilizing 
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standard assessment criteria such as recall, accuracy, 

precision, and F1-score, we can assess the models' 

capacity to distinguish between real and machine-

generated tweets.   

Our methodology outperforms both traditional and 

cutting-edge methods when it comes to detecting and 

reducing the impact of deep fake tweets on social 

media. When applied to real-world scenarios, our 

suggested strategy improves the veracity and 

reliability of data found online. Our process aids 

users, content moderators, and platform 

administrators in verifying the veracity of digital 

material by actively identifying and reporting 

machine-generated tweets. With more proactive 

identification, the negative impacts of false 

information in online debates can be reduced and 

confidence in digital interactions can be 

strengthened.   

Improving model interpretability, investigating 

ensemble learning approaches, and integrating 

multimodal data sources (such as photos and videos) 

should be the focus of future research in the context 

of developing deep fake detection tools. Our method 

will be better able to protect the authenticity of 

worldwide online communication if it can be 

adjusted to a wide variety of cultural and language 

settings. As a conclusion, we present a solid plan to 

curb the spread of misinformation on social media by 

detecting machine-generated tweets using deep 

learning and Fast Text embeddings.   

 

5. Results  

Based on our research, our suggested method for 

detecting deep fake tweets is far more accurate and 

trustworthy than other approaches. We used a large-

scale real-world dataset to train our algorithms to 

differentiate between human-written and machine-

generated tweets. To grasp the complex semantic 

links and contextual material of Twitter, a thorough 

architecture was put in place that combined 

convolution neural networks (CNNs), long short-

term memory (LSTM) networks, and Fast Text 

embeddings. While the LSTM model did a good job 

of controlling the sequential text and keeping the 

flow and context intact, the CNN model was able to 

find more detailed patterns and characteristics inside 

the tweet embeddings. Despite CNN's superior 

accuracy and recall scores, LSTM performed better 

when it came to handling the complexity of tweet 

sequences. A number of elements contribute to our 

method's remarkable accuracy. Tokenization, stop-

word elimination, and lemmatization were some of 

the preparatory techniques used to guarantee that the 

Twitter data was easy to see and consistent, which 

allowed for accurate embedding and classification. 

By managing unusual phrases and misspellings better 

than standard embeddings, Fast Text embeddings 

simplified the extraction of tweets' semantic 

information. The use of GPT-3 and other state-ofthe-

art text generating algorithms to synthesis machine-

generated tweets ensured a broad and fair training set. 

Our deep learning models' detection capabilities were 

improved after we trained them to differentiate 

between real and fake content. Thorough testing on 

real-world datasets confirmed that our models are 

resilient and applicable in scenarios with a high level 

of deceit. 

 

 
Fig2. Results screenshot 1 

After inserting the dataset on the previous screen, 

locate the "Fast Text Embedding" option at the bottom 

of the page to turn all the text into a numerical vector. 
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Fig3. Results screenshot 2 

Click the "Run All ML Algorithms" button to train all 

algorithms after you've transformed all tweets into a 

numerical vector and seen sample values from that 

vector. 

 

 
Fig4. Results screenshot 3 

Both tabular and graph forms are used to highlight the 

exceptional accuracy of the extended hybrid CNN and 

the proposed convolution neural network (CNN) in 

the previous screen. It shows how each technique 

performed. All you have to do to get here is click the 

"Predict Deep Fake" button. 

 

 
Fig5. Results screenshot 4 

To access the data provided below, simply type a 

tweet into the text field located above and hit the 

button. The "test_tweets.txt" file contains example 

tweets. 

 

 
Fig6. Results screenshot 5 

The reality is that the "Deep Bot" tweet shown above 

is an artificially generated message. Furthermore, you 

will find the following images: 
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Figure 7 shows the sixth screen capture of the results. 

 

 
Fig8. Results screenshot 7 

 

In the screenshot up there, the word "normal" means a 

human-posted tweet. Similarly, results can be 

generated by incorporating tweets.  These findings are 

about more than just how well our detection system 

works technologically. Our technology's ability to 

detect tweets that were generated by machines is a 

great help in our fight against the spread of false 

information on social media. Public opinion, political 

choices, and societal upheaval are just a few of the 

many outcomes that can stem from misinformation.   

For the public to have faith in data security and 

governance, reliable detection methods are crucial. 

Our approach also improves AI and NLP by 

combining deep learning models with cuttingedge 

embedding techniques. This groundbreaking 

combination improves the performance of deep fake 

detection systems and opens the door for similar 

approaches to tackle other text classification 

problems, such detecting fake reviews or news. The 

findings are encouraging, but further study is needed 

to guarantee that detection systems can face future 

threats with the same level of resilience and 

effectiveness. In order to stop the spread of deep fakes 

and other malicious assaults, this is crucial.   

 

5. Conclusion  

In conclusion, our study offers a dependable and 

effective method for detecting deep fake tweets, 

which solves the pressing problem of false 

information on social media. Using convolution 

neural networks (CNNs) and long short-term 

memories (LSTMs), two deep learning models for 

classification, plus Fast Text embeddings to capture 

the semantic intricacies of tweet content, we obtain 

outstanding accuracy in discriminating between 

machine-generated and actual tweets. Our models are 

trained with state-of-the-art text generation models 

and pretreatment techniques to improve their 

detection skills, ensuring that the data is clean and 

accurate. The experimental findings on real-world 

datasets show that our technique outperforms others. 

Not only does this approach help stop the spread of 

false information, but it also helps enhance AI and 

natural language processing. In order to keep the 

models up-to-date and effective in the everchanging 

world of social media deception, researchers will keep 

working to make them more resistant to malicious 

attacks and adapt them to new deep fake technologies.   
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